**http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm**

**Lecture 1—Wednesday, August 25, 2010**

**Topics**

* [Simple linear regression](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#simple)
* [Multiple regression](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#multiple)
* [Interactions in multiple regression](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#interactions)
  + [When should interactions be included in models?](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#when)
* [Categorical predictors in regression](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#categorical)
  + [Coding categorical predictors](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#coding)
  + [Interactions of categorical predictors: two-factor interactions](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#twofactor)
* [R code used in lecture 1](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#Rcode)

**Terminology**

* [additive model](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#additive)
* [analysis of variance](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#anova)
* [baseline level](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#baseline)
* [dummy variable](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#dummy)
* [F test](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#Ftest)
* [indicator variable](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#dummy)
* [main effects](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#additive)
* [observational study](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#when)
* [partial F test](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#partial)
* [principle of marginality](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#interactions)
* [profile (interaction) plot](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#twofactor)
* [reference level](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#baseline)
* [regressor](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#dummy)
* [R2](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#R2)
* [two-factor interaction](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#twofactor)
* [treatment levels](http://www.unc.edu/courses/2010fall/ecol/563/001/docs/lectures/lecture1.htm#categorical)

**Simple linear regression**

In simple linear regression we attempt to model the relationship between a single response variable *y* and a predictor *x* with an equation of the following form.
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To illustrate these ideas and to examine the typical linear regression output from statistical packages, I generate some random data, then use it to construct response variables, and finally estimate some simple linear regression models using R.

**#generate data for example**

set.seed(10)

x1<-runif(90)

x2<-rbinom(90,10,.5)

x3<-rgamma(90,.1,.1)

**#organize predictors in data frame**

mydata<-data.frame(x1,x2,x3)

**#create noise**

epsilon<-rnorm(90,0,3)

**#generate response: additive model plus noise, intercept=0**

mydata$y<-2\*x1+x2+3\*x3+epsilon

**#simple linear regression with x1 as predictor**

out0<-lm(y~x1,data=mydata)

**#plot regression line and mean line**

plot(y~x1,data=mydata)

abline(h=mean(mydata$y),col='pink',lwd=3)

abline(out0,lty=2)

**#simple linear regression with x3 as a predictor**

out1<-lm(y~x3,data=mydata)

**#graph regression line and mean line**

plot(y~x3,data=mydata)

abline(out1)

abline(h=mean(mydata$y),col=2,lwd=2)

Individual regression lines of y versus x1 and y versus x3 are shown in Fig. 1. A horizontal line located at the mean of the response variable is included for reference. Without additional information or predictors, the sample mean of the response is the best predictor of a new value of y.

|  |  |
| --- | --- |
| (a) fig1a | (b) fig1b |
| **Fig. 1** Individual regression lines for y versus (a) x1 and (b) y versus x2. The pink horizontal line denotes the response mean. | |

From the graphs it would appear that y is linearly related to x3 but perhaps not to x1. (Observe also that it may be the case that a single point in Fig. 1b is having a profound effect on the location of the regression line.) To assess the fit of the lines we can examine the output from the regression.

summary(out0)

Call:  
lm(formula = y ~ x1, data = mydata)

Residuals:  
Min 1Q Median 3Q Max   
-12.178 -4.564 -1.986 1.389 97.676

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 9.6623 2.4493 3.945 0.00016 \*\*\*  
x1 -0.5975 4.8060 -0.124 0.90134   
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 11.86 on 88 degrees of freedom  
Multiple R-squared: 0.0001756, Adjusted R-squared: -0.01119   
F-statistic: 0.01546 on 1 and 88 DF, p-value: 0.9013

The most useful features of the output are highlighted in yellow. We see that the estimated regression line is 9.66 – 0.60x1. The highlighted p-value in the column Pr(>|t|) is from a test of the null hypothesis that β1 = 0, i.e., that the slope of the regression line is zero. Because the reported p-value is large, p = 0.90, we fail to reject the null hypothesis. Hence we fail to find evidence that the response y is linearly related to the predictor x1. This is also confirmed by the statistic labeled "Multiple R-squared" a commonly-used goodness of fit statistic. It measures the proportion of the original variability in the response that has been explained by the linear regression. In this case that proportion is almost zero telling us that the regression model is essentially worthless.

When we turn to the linear regression of y on x3, the results appear more promising.

summary(out1)

Call:  
lm(formula = y ~ x3, data = mydata)

Residuals:  
Min 1Q Median 3Q Max   
-9.0089 -2.4768 -0.3318 1.7561 10.3645

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 6.3972 0.3965 16.13 <2e-16 \*\*\*  
x3 3.1489 0.1080 29.16 <2e-16 \*\*\*  
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 3.632 on 88 degrees of freedom  
Multiple R-squared: 0.9062, Adjusted R-squared: 0.9051   
F-statistic: 850.3 on 1 and 88 DF, p-value: < 2.2e-16

The reported regression line is 6.40 – 3.15x3. So, a one unit change in x3 yields a 3.15 unit change in the response. The reported p-value for the test of whether the slope is equal to zero is extremely small, reported as zero to 16 decimal places. So, we reject the null hypothesis and conclude that there is a significant linear relationship between y and x3. The reported R2 = 0.91 is also exceedingly high. It tells us that 91% of the original variability of the response is explained by its linear relationship with x3.

The reason that R2 is so high here is largely because of the outlier we observed in Fig. 1b. That point is a long way from the mean response and hence is a major contributor to the variability of the response. The fitted regression line passes almost exactly through this point and so that it contributes nothing to the variability about the regression line. Not surprisingly if we remove this point and refit the regression line to the remaining points, the reported R2 is much reduced.

**#remove outlier in x3 space**

mydata1<-mydata[mydata$x3<25,]

**#verify that one observation was removed**

dim(mydata)

dim(mydata1)

**#refit model to reduced data**

out1a<-lm(y~x3,data=mydata1)

summary(out1a)

Call:  
lm(formula = y ~ x3, data = mydata1)

Residuals:  
Min 1Q Median 3Q Max   
-9.0012 -2.4907 -0.3944 1.7376 10.3448

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 6.4170 0.4250 15.10 <2e-16 \*\*\*  
x3 3.1128 0.2894 10.76 <2e-16 \*\*\*  
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 3.653 on 87 degrees of freedom  
Multiple R-squared: 0.5708, Adjusted R-squared: 0.5658   
F-statistic: 115.7 on 1 and 87 DF, p-value: < 2.2e-16

R2 is now reported to be 0.57. This tells us that R2 as a goodness of fit statistic is highly sensitive to outliers.

Of course just because a point is an outlier doesn't mean that it's also influential. If we compare the parameter estimates reported after removing the outlier to those that were obtained from fitting the model to the full data set, we see that they've barely changed.

coef(out1)

(Intercept) x3   
6.397223 3.148869

coef(out1a)

(Intercept) x3   
6.416984 3.112826

When we include both lines in the same plot we see that they are nearly indistinguishable.

plot(y~x3, data=mydata1)

**#regression line without outlier**

abline(out1, lwd=3, col='grey70')

abline(h=mean(mydata1$y), col='pink', lwd=3)

**#regression line with outlier**

abline(out1a, col=2, lty=2)

legend('topleft', c('regression with full data', 'regression with reduced data', 'mean line'), col=c('grey70',2,'pink'), lty=c(1,2,1), lwd=c(3,1,3), bty='n', cex=.9)

|  |
| --- |
| fig2 |
| **Fig. 2** Comparison of the regression lines of y on x3 with and without an observation that is an outlier in x3-space. |

**Multiple regression**

Multiple regression is really just a trivial extension of simple linear regression in which one predictor is replaced with multiple predictors. Excluding those situations where the additional predictor is just a function of the original predictor (such as in a quadratic model), a regression model with two predictors defines a plane in three-dimensional space. The geometric object defined by regression models with three or more predictors is called a hyperplane. Without a satisfactory way to visualize multiple regression models geometrically, we're forced to explore them analytically.

As an illustration I fit a linear regression model with three predictors. The regression model assumes the mean is given by

![multiple regression model](data:image/gif;base64,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)

The output of special interest from this model is highlighted in yellow.

out2<-lm(y~x1+x2+x3,data=mydata)

summary(out2)

Call:  
lm(formula = y ~ x1 + x2 + x3, data = mydata)

Residuals:  
Min 1Q Median 3Q Max   
-8.3681 -2.0349 -0.2121 1.6987 10.0899

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 2.3468 1.5363 1.528 0.1303   
x1 2.6665 1.4303 1.864 0.0657 .   
x2 0.5756 0.2646 2.175 0.0324 \*   
x3 3.1128 0.1073 29.014 <2e-16 \*\*\*  
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 3.517 on 86 degrees of freedom  
Multiple R-squared: 0.9141, Adjusted R-squared: 0.9111   
F-statistic: 305 on 3 and 86 DF, p-value: <2.2e-16

The Estimate column tells us that estimated equation for the mean response is given by μ = 2.35 + 2.67x1 + 0.58x2 + 3.11x3. Each coefficient in this equation is referred to as a partial regression coefficient (to distinguish it from the coefficient in a simple linear regression model). A partial regression coefficient is a regression coefficient obtained after controlling for the effects of other variables. So, for instance, having controlled for the effect of x2 and x3, we see that a one unit increase in x1 yields a 2.67 unit change in the response. Observe that is very different from the regression coefficient that was estimated in the simple linear regression model in which x1was the only predictor. There the estimated coefficient was negative (although not significantly different from zero).

Each of the reported p-values in the coefficients table is a variables-added-last test. Thus p = 0.0657 for x1 is a test of H0: β1 = 0 given that x2 and x3 are already in the regression model. A similar interpretation holds for the reported p-values for the tests of the coefficients of x2 and x3. Notice that the coefficient of x1 is reported to be almost significant (at α = .05), p = 0.066, whereas in the simple linear regression model it wasn't even close to being significant, p = 0.901. A possible explanation for this is that most of the variability in the response is due its linear relationship with x3 . In the simple linear regression model the variability in the response due to x3 swamped the variability in the response due to x1 (in part because of the very different scales that x1 and x3 are measured on). Having removed most of the variability due to x3 by including x3 in the multiple regression model, the linear relationship between y and x1 was allowed to emerge.

The p-value that appears at the bottom of the output is for the reported **F-test** that tests the overall statistical significance of the regression model. Formally the F-test tests the following hypothesis.

![mult hypothesis](data:image/gif;base64,R0lGODlhQAE6APQAAP7+/n5+fr6+vgAAAO7u7j4+Ps7Ozt7e3q6urg4ODp6enh4eHl5eXo6Ojk5OTi4uLm5ubgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABAAToAAAX/ICCOZGmeaKqubOu+cCzPdG3feK7vfO//wKBwSCwaj8ikcslsOp/QqHR6aAQUBCEiEDAQq9fsdEwu3wiQAgKxeIh7gkdAABkogmg12w0UCMyATwYOAwMOXgCDhYc7BQUjCAMNPgIDfyIPCUGOkJI+bAoKCwiBpUoEhW8AqAOqNwd2I5UBPgwLJAUDQLB3IrM9BrEACAkHpsdGhSbKO5GIAAqWPg8OJAuPP84j0ZeNmiMJ1cjjQcwk5jkBuiIEDww/A7QiCgnPPeoj7e88sNgiua7ICcSBTkRBFAcS+EvB6UGhBz8qCYhUiBSQhg8/DYBAQp3FgSBvHDx4Itg3FQk4/xoQwCDeCgFcYsqUZ6JBKwITEyQIeGLmzG4lUiZi6ZKFT5lAAaijqbRoyKczCkmduo6FAZ4keJHQ+fJoTBS2SNicZNTrnBNawZ1UYfZsR6dNmUKd22JkVRzaRuRKioMaiUoLmw2wt5fH0rdy6SpGYXcHPhIO7eWAG0ncvbsAIvOIxtTj4s8pGuvgdG7tCZhmT0sboY7sirZ8AZAeMcA0CtglglkG0NIY6N/nMANAhxMB1hVCO+074LsEaq8nbKpyaIxAgwZYcZtILiLSPgVuTWi3BlFveeDoRYtwkIWBqoSBS8Cy3K5YogWxZbR8Fo0jAQcBFLATDvPlk4kxWCTUXP8NkfiGykfogWYTXBPKM4gI15EQzC0pRPLAAgFAsEA9euUXw4cJMBAAIfsYJwJ+eA3wYYgjIiLGAwvWAAGOBDDAUYS/reSHAIgI6YcXXPgS2FUq1AEAatjhYuILqARgHRexFXDcC05CqQoBSepgABeSAWmmePIIEN8Ks51QwJQuSLSCAb3c0KYJdCYA4Zl8BmGFL/u4gMqPKLyJQx1b4pTDoCwosGafkOpwgDgN1NlCNJaaYOgNC3CIAgFF3oApCzBFaqoPXaARQwNaqvDAnjIQUIBrJsjqyKw3sHqcAwJYt+WpwMawkg9C/vrKkL0OcQCRwTbr7LPQRivttNRWa+3/tdhmq+223Hbr7bfghivuuOSWa+656KYbLAHgNZDjDFt08QQYWKj7gh99jikvCg08oICaJNIQxxx1ZHpEHmu0YWx3sC6BrwqKGFIkIRIjMSlcESrAUS5lKjXgKoYIvFpmthkxWyS0qkASEqCI0nA+qZDAysI18PQLDzQbQUACf1iHwgKBDvcoC2HpJVwRaT2JcYcv94BVML0Q825wyxztWGw3NzJGJFOi4hosibng1wjXLJEXNCNL8aiAW+1W9dtAcKNa2DW0NIY6U8opAgN8REUTPR0T8dgq7pBhtwn94NJKaMKtDNkCU7PjY4A/sjGAijlmrVSID7gWgIoOsDcC/wQhOvBOAAnEE7YBPqYhzwEBBoCAQ62KYADpBTgQOQIAMqAGALDnoqLBIuBTR22Rk2oJRQM03cLnKzICjS2yNu/mIw7JeG/RIpAOgekmKEA9AzpZCn3oiKCuegmRENpU0+qlkHrgsmHjdfFpy+KUivO4NPjYIbIdNnKBAgMEzIAtGkAB7jAW2y1ADCMKiCjEMKqmTMkBEFmWTYa2AukURyc5KwEDLEM+RCxgIw3Q0wmEspKW0M1NVQlgItbkkAAcgAAjGsEIdRgwAooHLodhDFWmwgLmuMoyCsQf1opSCQcN4BYQOIkPZ0MWH2pqNwVTGk2SKJtAZVFmCaAVdSyoAv+gkYAQ9FMB9wDQQBlU4hmo4FAukpc0AHDFBVakIgxZI403wkyORwsi/l4YvxuMiYt4m9veVCeTrDTghPgzlBismBW4VKIaWUtiP35SArnxcRKJ/JQn+PjCI/6FizE4nNG8QEkTnE02+WNIDBXYsz0qkTeY4RgsewLEpdGmcVaLAe/ugMhYavEfi8OTiqo3ukLUrpW+wFgSM/mISriPl0D5RShVA5Q6pMwFlAmZDFqZSGi+pQSaaQElj1e7ElixnJiB5wk48xb4AfNQDzQINrZ5SnnkAkIEIEBeKGmAXJTHnLopQcioqbTziCBHbYwmKI2JP3cOxo1pa80M0PgWVgb/s34KLVmhMFNQ7Wlqln/gKB89WhJxLjJ5hYQT4pxSzCXKwyYOhQAO/eHDOrXkD+YEQARHoBWG2tF6tktZ4rYxAGPwswQYlNkTH5q8miQTE00F3hVeQE8dAhIl7vPOKqxQVSv6NJbvlEZX9/bVE7QBFw6FG9XYESATfChygLFdMUkhmZvtTIEIEIADiDkgHK5DdEozBkAIkDmn1PWY+sRfAubgqIBsswDyeKo18rlIvsJoG787wX6YqhIAlW0EBaWbgMSws0sEFXgurY8xJsEGFVgRsU08KR9d+7HWIjOgOWoQO5AanUIwpUKyiE/qkkeIBTjAcrpLSDhcoQ7LGOCE/7XphU3C8TnAFuBVCFhgd554ze6ACCbuwZ84IsHZ4ykwOwv4F/9WkYvyDjcTpHNInTa1ntqgAEWgu9w8HnqXCXWsR+B97kNPmB8PgUhEJGKtpxDH4H+AV7zyOaEXqkcWBK9BweNdgH13dEMfpcBIzBrKkBChJsRVNRE26sayELfivyRlxr7IQhYehto0rqQ5yzoSToZEVAG8+EnJWgWyYsM12HFhQfxV8pqqdKXw5CMwLKHfkG3sB550iQtRIioDmoYsHSMZBWU2UnO2nBv66SuNMGixvV7z0SgnImx6S4ECJNOjHtzJOag7MnDkPOcUPCCu7gRKFVCAKBUcoExWwlDZRohWyggRutAzDZqmZPqiCbvYdkKoIFs4/ZvZYRrNdkan8678TdQ+wBEPgHOu2pkbBjCn1WcasqxPjacu4wDFgjAyr4dN7GIb+9jILnYIAAAh/wtNYXRoVHlwZTAwMf8FAAAGAERTTVQ2AABkAwAAABNNYWNSb21hbgARBVRpbWVzABEDU3ltYm9sABEFQ291cmllcgARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfIUFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BD0IPQg9CDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoEAAEBAQACAIFIAAMAGwAACwEAAgCIMAAAAQEACgIAmALvAgCCOgACAJgC7wIAmALvAgCYAu8CBISyA2IDABsAAAsBAAIAiDEAAAEBAAr/AgSGPQA9AgSEsgNiAwAbAAALAQACAIgyAAABAQAKAgSGPQA9AgSEsgNiAwAbAAALAQACAIgzAAABAQAKAgSGPQA9AgCIMAAAAQACAIFIAAMAGwAACwEAAgCIMQAAAQEACgIAmALvAgCCOgACAJgC7wIAmALvAgCYAu8CAIFhAAIAgXQAAgCBIAACAIFsAAIAgWUAAgCBYQACAIFzAAIAgXQAAgCBIAACAIFvAAIAgW4AAgCBZQACAIEgAAIAgW8AAgCBZgACAIEgAAIEhLIDYgMAGwAACwEAAgCIMQAAAQEACgIAgiwAAgCCoAACBISyA2IDABsAAAsBAAIAiDIAZgABAQAKAgCCLAACAIKgAAIAgW8AAgCBcgACAIEgAAIEhLIDYgMAGwAACwEAAgCIMwAAAQEACgIAgSAAAgCBaQACAIFzAAIAgSAAAgCBbgACAIFvAAIAgXQAAgCBIAACAIEwAAAAAAAh/wtNYXRoVHlwZTAwMv88P3htbCB2ZXJzaW9uPSIxLjAiPz48IS0tIE1hdGhUeXBlQFRyYW5zbGF0b3JANUA1QE1hdGhNTDIgKG5hbWVzcGFjZSBhdHRyKS50ZGxATWF0aE1MIDIuMCAobmFtZXNwYWNlIGF0dHIpQCAtLT48bWF0aCBkaXNwbGF5PSdibG9jaycgeG1sbnM9J2h0dHA6Ly93d3cudzMub3JnLzE5OTgvTWF0aC9NYXRoTUwnPjxzZW1hbnRpY3M+PG10YWJsZSBjb2x1bW5hbGlnbj0nbGVmdCc+PG10cj48bXRkPjxtc3ViPjxtdGV4dD5IPC9tdGV4dD48bW4+MDwvbW7/PjwvbXN1Yj48bXRleHQ+JiN4MjAwOTs8L210ZXh0Pjxtbz46PC9tbz48bXRleHQ+JiN4MjAwOTs8L210ZXh0PjxtdGV4dD4mI3gyMDA5OzwvbXRleHQ+PG10ZXh0PiYjeDIwMDk7PC9tdGV4dD48bXN1Yj48bWk+JiN4MDNCMjs8L21pPjxtbj4xPC9tbj48L21zdWI+PG1vPj08L21vPjxtc3ViPjxtaT4mI3gwM0IyOzwvbWk+PG1uPjI8L21uPjwvbXN1Yj48bW8+PTwvbW8+PG1zdWI+PG1pPiYjeDAzQjI7PC9taT48bW4+MzwvbW4+PC9tc3ViPjxtbz49/zwvbW8+PG1uPjA8L21uPjwvbXRkPjwvbXRyPjxtdHI+PG10ZD48bXN1Yj48bXRleHQ+SDwvbXRleHQ+PG1uPjE8L21uPjwvbXN1Yj48bXRleHQ+JiN4MjAwOTs8L210ZXh0Pjxtbz46PC9tbz48bXRleHQ+JiN4MjAwOTs8L210ZXh0PjxtdGV4dD4mI3gyMDA5OzwvbXRleHQ+PG10ZXh0PiYjeDIwMDk7PC9tdGV4dD48bXRleHQ+YXQmbmJzcDtsZWFzdCZuYnNwO29uZSZuYnNwO29mJm5ic3A7PC9tdGV4dD48bXN1Yj48bWk+JiN4MDNCMjs8L21pPjxtbv8+MTwvbW4+PC9tc3ViPjxtbz4sPC9tbz48bW8+JiN4MDBBMDs8L21vPjxtc3ViPjxtaT4mI3gwM0IyOzwvbWk+PG1uPjI8L21uPjwvbXN1Yj48bW8+LDwvbW8+PG1vPiYjeDAwQTA7PC9tbz48bXRleHQ+b3ImbmJzcDs8L210ZXh0Pjxtc3ViPjxtaT4mI3gwM0IyOzwvbWk+PG1uPjM8L21uPjwvbXN1Yj48bXRleHQ+Jm5ic3A7aXMmbmJzcDtub3QmbmJzcDswPC9tdGV4dD48L210ZD48L210cj48L210YWJsZT48YW5ub3RhdGlvbiBlbmNvZGluZz0nTWFHdGhUeXBlLU1URUYnPjwvYW5ub3RhdGlvbj48L3NlbWFudGljcz48L21hdGg+PCEtLSBNYXRoVHlwZUBFbmRANUA1QCAtLT4AIf8LTWF0aFR5cGUwMDMGqMghAEABADs=)

Because the p-value for this test is very small, we reject the null hypothesis and conclude that the response is linearly related to one or more of the predictors (when controlling for the rest).

The reported Multiple R-squared statistic is also an intuitive goodness of fit statistic in multiple regression. When we fit a regression model we replace the sample mean as our best guess for the value of the response variable with the estimated regression surface. Before we fit the regression model the variability of the response is measured with respect to the sample mean. After fitting a regression model we replace the sample mean with the regression surface. In the regression model the mean is no longer assumed to be constant but instead varies with the values of the predictors. Consequently variability is measured with respect to the regression surface. The R2 statistic compares these two measures of variability, the variability after we fit the model to the variability before we fit the model (Fig. 3).

|  |  |
| --- | --- |
| http://www.unc.edu/courses/2010fall/ecol/563/001/images/lectures/lecture1/fig3a.jpg | http://www.unc.edu/courses/2010fall/ecol/563/001/images/lectures/lecture1/fig3b.jpg |
| **Fig. 3** The two measures of variability that are being compared in the R2 statistic. (a) illustrates the variability about the sample mean and (b) illustrates the variability about the regression line. The amount that the variability has decreased in going from (a) to (b) divided by how much variability there originally was in (a) defines R2. | |

Instead of using average variability, as measured by the variance for example, R2 uses total variability, which is the variability not normalized by sample size. If we let ![yhat](data:image/gif;base64,R0lGODlhEQAbAPMAAP7+/u7u7o6Ojn5+ft7e3l5eXi4uLs7Ozr6+vgAAAJ6enq6urh4eHg4ODk5OTgAAACH5BAEAAAAALAAAAAARABsAAARaEMhJq70460laIxsQGEVhBFshSEKhBQd1oGFtSwEy0MeOIYLEChAcaAyGiUChCdIGoAwhwQQYNwwHQBHVFBiB6yYo6GoQCfFmdCvbDovQoLCIhxQOxG3P79ciACH/C01hdGhUeXBlMDAxvgUAAAYARFNNVDYAAGQDAAAAE01hY1JvbWFuABEFVGltZXMAEQNTeW1ib2wAEQVDb3VyaWVyABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8hQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPQg9CD0IPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgGDeQAGAAkAAAAAIf8LTWF0aFR5cGUwMDL/PD94bWwgdmVyc2lvbj0iMS4wIj8+PCEtLSBNYXRoVHlwZUBUcmFuc2xhdG9yQDVANUBNYXRoTUwyIChuYW1lc3BhY2UgYXR0cikudGRsQE1hdGhNTCAyLjAgKG5hbWVzcGFjZSBhdHRyKUAgLS0+PG1hdGggZGlzcGxheT0nYmxvY2snIHhtbG5zPSdodHRwOi8vd3d3LnczLm9yZy8xOTk4L01hdGgvTWF0aE1MJz48c2VtYW50aWNzPjxtb3ZlciBhY2NlbnQ9J3RydWUnPjxtaT55PC9taT48bW8+JiN4MDA1RTs8L21vPjwvbW92ZXI+PGFubm90YXRpb24gU2VuY29kaW5nPSdNYXRoVHlwZS1NVEVGJz48L2Fubm90YXRpb24+PC9zZW1hbnRpY3M+PC9tYXRoPjwhLS0gTWF0aFR5cGVARW5kQDVANUAgLS0+ACH/C01hdGhUeXBlMDAzBqjIIQARAAA7)denote the estimate of the response from the regression equation then R2 can be formulated as follows.
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Here *n* is the number of observations and ei is the residual, i.e., the deviation of the ith observed response value from its estimate on the regression surface. As a demonstration of the formula I calculate the R2 using the formula and compare it to the number that is reported in the regression output.

SStotal <- sum((mydata$y-mean(mydata$y))^2)

SSE <- sum(out2$residual^2)

1-SSE/SStotal

[1] 0.9140759

summary(out2)$r.squared

[1] 0.9140759

The statistic labeled "adjusted R-squared" in the output is obtained by modifying the R2 formula so that the two sums of squares terms are replaced by their averages in which unbiased estimates are used for each average. The "adjusted R-squared" can be interpreted as a penalized R2. Adjusted R-squared is not necessarily better than R2 but it has a certain appeal . Ordinary R2 can never decrease when variables are added to a model. It must go up or at worse stay the same. Adjusted R-squared on the other hand can decrease if a newly added variable doesn't decrease the total variability enough. Thus adjusted R-squared can be used in model selection, whereas ordinary R2 is not particularly good for this purpose except in very simple cases.

**Interactions in multiple regression**

Interaction terms in multiple regression models with continuous predictors are formed by taking the products of predictors. The inclusion of such cross-product terms has the geometric effect of changing a planar surface into a curved surface, often referred to as a response surface. The general rule is that any time an interaction is included in a model, then the individual terms that comprise the interaction should also be included in the model. This is called the **principle of marginality**. Although models that violate the principle of marginality are legitimate, they are nearly always silly and hence not worth considering.

With three predictors there are three possible two-factor interactions to consider. There is also one three-factor interaction. The following R code fits a model that contains all two-factor interactions and a second model that contains the three-factor interaction. In each case I adhere to the principle of marginality and include all appropriate lower level effects.

**#3-factor: only two-factor interactions plus main effects**

out3<-lm(y~x1+x2+x3+x1:x2+x2:x3+x1:x3,data=mydata)

**#3-factor and all 2-factor**

out4<-lm(y~x1+x2+x3+x1:x2+x2:x3+x1:x3+x1:x2:x3,data=mydata)

To simultaneously test whether a group of terms is needed in a model we can carry out what's called a **partial F-test**. A partial F-test compares two nested models to determine if the terms that are present in one model, but not the contained in the other, are needed. I start by carrying out a partial test for the 3-factor interaction. When only one term is involved (as is the case here for the three-factor interaction), a partial F-test is the same as the variables added last t-test that appears in the summary table.

**#partial F-test for the three-factor interaction**

anova(out3,out4)

Analysis of Variance Table

Model 1: y ~ x1 + x2 + x3 + x1:x2 + x2:x3 + x1:x3  
Model 2: y ~ x1 + x2 + x3 + x1:x2 + x2:x3 + x1:x3 + x1:x2:x3  
Res.Df RSS Df Sum of Sq F Pr(>F)  
1 83 1030.0   
2 82 1013.7 1 16.315 1.3198 0.2540

**#we get an identical result with a variables-added-last t-test**

summary(out4)

Call:  
lm(formula = y ~ x1 + x2 + x3 + x1:x2 + x2:x3 + x1:x3 + x1:x2:x3,   
data = mydata)

Residuals:  
Min 1Q Median 3Q Max   
-7.9378 -1.9017 -0.3867 1.5942 10.0821

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 3.9131 2.9114 1.344 0.18264   
x1 -0.9381 5.9513 -0.158 0.87513   
x2 0.2030 0.5351 0.379 0.70535   
x3 5.5606 1.8483 3.009 0.00349 \*\*  
x1:x2 0.8836 1.1137 0.793 0.42983   
x2:x3 -0.3052 0.2494 -1.224 0.22445   
x1:x3 -6.3719 4.6214 -1.379 0.17171   
x1:x2:x3 0.8125 0.7073 1.149 0.25396   
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 3.516 on 82 degrees of freedom  
Multiple R-squared: 0.9181, Adjusted R-squared: 0.9111   
F-statistic: 131.4 on 7 and 82 DF, p-value: < 2.2e-16

From the output we conclude first that the three-factor interaction is unnecessary, so we can drop it from the model.

There are three two-factor interactions and we can use a partial F-test to determine if we need to bother with any interactions at all. The partial F-test simultaneously tests whether any of the coefficients of the two-factor interactions are different from zero. This partial F-test is not equivalent to the summary table output because there each individual test is a test for that specific two-factor interaction given that the other two two-factor interactions are already in the model. To carry out the partial F-test I compare a main effects model with a model that contains the main effects plus all of the two-factor interactions.

**#test two-factor interactions**

anova(out2,out3)

Analysis of Variance Table

Model 1: y ~ x1 + x2 + x3  
Model 2: y ~ x1 + x2 + x3 + x1:x2 + x2:x3 + x1:x3  
Res.Df RSS Df Sum of Sq F Pr(>F)  
1 86 1063.7   
2 83 1030.0 3 33.752 0.9066 0.4415

So, the high p-value tells us that we don't need to include two-factor interactions in the model.

**When should interactions be included in models?**

As a general rule, interactions should always be examined with experimental data, and rarely examined for observational data. **Observational studies** are quasi-experimental designs that fall short of being true experiments for various reasons. In a typical observational study treatments are imposed by nature rather than the experimenter. As a result there is no guarantee that treatments have been randomly assigned to subjects and rarely any balance causing some treatment combinations to be under-represented. All of this makes assessing interaction in observational studies dangerous. Main effects are hard enough to assess in such studies; interactions are truly pushing the envelope.

Based on these considerations I approach the statistical analysis of experiments and observational studies quite differently. In an experiment in which all relevant factors have been assiduously controlled and in which subjects have been randomly assigned to treatments I typically start with the most complicated interaction model possible and try to simplify it. On the other hand when I analyze observational data I start with main effects and maybe tentatively examine a few interactions that have a theoretical basis.

The problem is that it's too easy to obtain significant interactions with observational data that are not real, but arise because of sampling bias. By this I mean cases where important control variables may have been left out of the analysis (especially if they have a non-random distribution in the sample) or where this is just data imbalance in the predictors leading to an effect on the response analogous to genetic drift. The basic problem is that observational data are often not random samples and without random assignments to treatment there are just way too many uncertainties in inference.

If one of the measured variables is categorical then invariably with observational data there will be unequal numbers of observations in the various categories. The imbalance may not be severe enough to cause any inference problems when the variable occurs only as a main effect, but when you interact it with another variable (say also categorical to keep things simple), this imbalance gets carved up even further. The distribution of the first variable may start to look entirely different across the levels of the second variable just by luck. At this point genetic drift kicks in and the distribution of the response also looks different. All of this gets interpreted as an interaction when in fact it's a consequence of differences in the distributions of the predictors. Simpson's paradox is not exactly an example of this, but it is an inferential problem that is in the same spirit.

**Categorical predictors in regression**

Categorical predictors pose special problems in regression models. By a categorical predictor I mean a variable that is measured on a nominal (or perhaps ordinal) scale whose values serve only to label the categories. The categories of a categorical variable are referred to as its **levels**.

The common situation with experimental data is that the response variable is continuous but all of the predictors are categorical. In this situation the categorical predictors are often referred to as treatments. The treatments may be generated artificially by dividing the scale of a continuous variable into discrete categories. Using categories makes it possible to obtain results with fewer observations and avoids the problem of determining the proper functional form for the relationship between the response and continuous treatment. Categorization is also useful in preliminary work where the primary interest is to determine whether a treatment has any effect at all. Typical choices for the discretization are:

* presence, absence (corresponding to treatment and control)
* high, low
* high, medium, low

It's also common for the treatment to be intrinsically categorical. For instance in a competition experiment the "treatment" may be the identity of the species that is introduced as the competitor. In this case the categories would be the different species.

The analysis of the relationship between a continuous response and a set of categorical variables (predictors) is easily handled by standard regression techniques. Historically though the methodology developed to handle this situation was called **analysis of variance**, or ANOVA. In its modern implementation ANOVA is just regression although its usual presentation may not look like it. As an organizational tool ANOVA turns out to be a very clever way of extracting the maximal amount of information from a regression problem in which the response is continuous and the predictors are categorical.

**Coding categorical predictors**

To say analysis of variance is just regression with categorical predictors avoids an obvious question, namely how do you include categorical predictors in a regression model? As noted above categorical predictors are nominal variables, i.e., their values serve merely as labels for categories. So even if the categories happen to be assigned numerical values such as 1, 2, 3, …, those values don't mean anything. They're just labels. They could just as well be 'a', 'b', 'c', etc.

Suppose we have a nominal variable x4 with two categories *A* and *B*. The usual way to include a categorical variable in a regression model is by creating a set of **dummy (indicator) variables**. The following dummy variable could be used to represent this variable in a regression model.
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To include the predictor x4 in a regression model we use the variable Z (called now a **regressor**) instead. As usual the regression equation gives the mean of the response variable Y.
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Because Z can take only two values, the regression model returns only two different values for the mean, one for each category of the original variable x4. Table 1 summarizes the relationships between the model predictions and the original categories.

|  |
| --- |
| **Table 1** Regression model for a categorical predictor with two levels |

| x4 | Z | regdummy |
| --- | --- | --- |
|  |  |  |
| *A* | 0 | muA |
| *B* | 1 | muB |

The regression coefficient β1 represents the amount the mean response changes when we switch from category *A* to category *B*. As a result, a test of H0: β1 = 0 is a test of whether the means of categories *A* and *B* are the same.

The true essence of the dummy variable method becomes clear when we consider a nominal variable that has more than two categories. Suppose x5 is a nominal variable with categories *L*, *M*, and *H* (corresponding to the low, medium, and high levels of a treatment). Converting this predictor into a form suitable for use in a regression model requires the creation of two dummy variables as shown below.
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This coding scheme uniquely identifies each of the three categories as follows.
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(Observe that the combination *W*1 = 1 and *W*2 = 1 is a logical impossibility.) The category we obtain when all of the dummy variables are set equal to zero is called the **reference** or **baseline category**. So in the above coding scheme the "*L*" category is the reference category.

To include the predictor x5 in a regression model we need to include both of the regressors *W*1 and *W*2 . Once again the regression equation is for the mean of the response variable Y.
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In this case the regression model returns three different values for the mean, one for each category of the original variable x5. Table 2 summarizes the relationships between categories, dummy variables, and model predictions.

|  |
| --- |
| **Table 2** Regression model with a categorical predictor with three levels |

| x5 | W1 | W2 | reg dummy2 |
| --- | --- | --- | --- |
|  |  |  |  |
| L | 0 | 0 | muA |
| M | 1 | 0 | muB |
| H | 0 | 1 | regdummy3 |

The regression coefficient β1 represents the amount the mean response changes when we switch from category *L* to category *M*. A test of H0: β1 = 0 then is a test of whether the means of categories *L* and *M* are the same. The regression coefficient β2 represents the amount the mean response changes when we switch from category *L* to category *H*. A test of H0: β2 = 0 then is a test of whether the means of categories *L* and *H* are the same.

To illustrate these ideas I create categorical variables x4 and x5 and generate a response variable that varies according to the categories. The **factor** function in R is used to generate dummy regressors from categorical predictors.

**#categorical predictors**

x4<-rep(c('A','B'), c(45,45))

x5<-rep(c('L','M','H'),30)

**#noise for response**

set.seed(20)

epsilon<-rnorm(90,0,2)

**#create dummy variables to generate response**

z1<-(x4=='B')

w1<-(x5=='M')

w2<-(x5=='H')

**#response generated from two-factor interaction plus error**

y<- 10+5\*z1+2\*w1+4\*w2-4\*z1\*w1+z1\*w2+epsilon

mydata1<-data.frame(x4cat=factor(x4), x5cat=factor(x5, levels=c('L','M','H')), y)

**#categorical predictors**

x4

[1] "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A"  
[16] "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A"  
[31] "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A" "A"  
[46] "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B"  
[61] "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B"  
[76] "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B" "B"

x5

[1] "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H"  
[16] "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H"  
[31] "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H"  
[46] "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H"  
[61] "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H"  
[76] "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H" "L" "M" "H"

The **contrasts** function allows us to view the dummy coding scheme that was created by R. Observe that the dummy coding displayed by R is identical to that shown in Tables 1 and 2 above.

**#examine regressors created by factor function**

levels(mydata1$x4cat)

[1] "A" "B"

contrasts(mydata1$x4cat)

B  
A 0  
B 1

levels(mydata1$x5cat)

[1] "L" "M" "H"

contrasts(mydata1$x5cat)

M H  
L 0 0  
M 1 0  
H 0 1

To fit a regression model with both x4 and x5, I use their factor versions, x4cat and x5cat. The model shown below is called the **additive** or **main effects model**.

![additive](data:image/gif;base64,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)

**#main effects model without interaction**

out5<-lm(y~x4cat+x5cat, data=mydata1)

**#test main effects model assuming no interaction**

anova(out5)

Analysis of Variance Table

Response: y  
Df Sum Sq Mean Sq F value Pr(>F)   
x4cat 1 524.09 524.09 97.761 7.704e-16 \*\*\*  
x5cat 2 455.25 227.62 42.460 1.490e-13 \*\*\*  
Residuals 86 461.04 5.36   
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

The anova output reports what are called sequential partial F-tests. In terms of the regression model given above, the first reported p-value for x4cat is a test of H0: β1 = 0 but without the variable x5 being in the model. It compare a model that includes x4 to a model that contains no predictors, only an intercept. The second p-value for x5cat is a test of H0: β2 = β3 = 0 given that the variable x4 is already in the model. It compares a model with x4 to a model that contains both x4 and x5. If we wanted to test x5 in isolation from x4, we would need to reverse the order of the variables when we fit the model.

From the output we can conclude that both x4 and x5 have significant effects on the mean response. To understand the nature of the effects we need to look at the summary table.

**#examine individual categories**

summary(out5)

Call:  
lm(formula = y ~ x4cat + x5cat, data = mydata1)

Residuals:  
Min 1Q Median 3Q Max   
-5.68420 -1.68756 -0.06405 1.61572 5.19102

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 9.9048 0.4881 20.292 < 2e-16 \*\*\*  
x4catB 4.8263 0.4881 9.887 7.70e-16 \*\*\*  
x5catM 0.0845 0.5978 0.141 0.888   
x5catH 4.8127 0.5978 8.050 4.18e-12 \*\*\*  
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 2.315 on 86 degrees of freedom  
Multiple R-squared: 0.6799, Adjusted R-squared: 0.6688   
F-statistic: 60.89 on 3 and 86 DF, p-value: < 2.2e-16

* The p-value for x4catB is a test of H0: β1 = 0 and is the same as the partial F-test result in the anova output. Referring back to Table 1, the reported significant p-value for x4catB tells us that the means for the *A* and *B* groups of x4 are significantly different. From the estimate we conclude that the mean of the *B* group is 4.83 units higher than the mean for the *A* group.
* The p-value for x5catM is a test of H0: β2 = 0. Referring back to Table 2, the fact that it is not significant tells us that the means of the *M* and *L* groups are not significantly different.
* The p-value for x5catH is a test of H0: β3 = 0. The fact that it is not significant tells us that the means of the *H* and *L* groups are not significantly different.

If we want to obtain a test comparing group *H* with group *M*, we should define the factor variable for x5 using a different reference group and refit the model.

**#rearrange x5 levels so M is the baseline**

mydata1<-data.frame(x4cat=factor(x4), x5cat=factor(x5, levels=c('L','M','H')), x6cat=factor(x5,levels=c('M','L','H')),y)

**#test M is different from H in main effects model**

out5a<-lm(y~x4cat+x6cat, data=mydata1)

summary(out5a)

Call:  
lm(formula = y ~ x4cat + x6cat, data = mydata1)Residuals:  
Min 1Q Median 3Q Max   
-5.68420 -1.68756 -0.06405 1.61572 5.19102

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 9.9893 0.4881 20.465 < 2e-16 \*\*\*  
x4catB 4.8263 0.4881 9.887 7.70e-16 \*\*\*  
x6catL -0.0845 0.5978 -0.141 0.888   
x6catH 4.7282 0.5978 7.909 8.08e-12 \*\*\*  
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 2.315 on 86 degrees of freedom  
Multiple R-squared: 0.6799, Adjusted R-squared: 0.6688   
F-statistic: 60.89 on 3 and 86 DF, p-value: < 2.2e-16

The mean of the *M* group is significantly different from the mean of the *H* group.

**Interactions of categorical predictors: two-factor interactions**

Interactions can be understood graphically by displaying treatment means in what is sometimes called a **mean profile** or **interaction plot**. Suppose we have two factors of interest labeled A and B. The mean response is plotted on the *y*-axis and the levels of one of the factors, say factor A, are displayed on the *x*-axis. The mean values of the response at all combinations of the levels of A and B are plotted and those values that correspond to the same level of B are connected by line segments. The connected B line segments define what are called the B profiles. Fig. 4 illustrates this for two factors A and B in which each has two levels designated "low" and "high".

|  |  |
| --- | --- |
| (a) http://www.unc.edu/courses/2010fall/ecol/563/001/images/lectures/lecture1/fig4a.png | (b) http://www.unc.edu/courses/2010fall/ecol/563/001/images/lectures/lecture1/fig4b.png |
| **Fig. 4** Understanding two-factor interactions. (a) A two-factor interaction between A and B is absent. The B profiles are parallel and so the A main effect and B main effect are well-defined. Increasing either A or B from its low to high level has the effect of increasing the response. The change is the same regardless of the value of the other variable. (b) A substantive two-factor interaction A × B is present. The effect of each factor depends upon the level of the other. Here when B is at its low level the effect of increasing A from low to high is to increase the value of the response. When B is at its high level the effect of increasing A from low to high is to decrease the value of the response. | |

If two factors fail to interact then they have the same effect on the response variable regardless of the value of the other factor. These unchanging effects are referred to as the **main effects** of the factor. The way an absence of interaction manifests itself in an interaction plot is that the profiles are all parallel. Fig. 4a displays this situation. The magnitudes of the main effects of A and B are indicated on the graph.

If on the other hand there is a two-factor interaction between factors A and B, denoted A × B, then one can't speak of the main effects of A and B per se. Instead the effect of A on the response depends on the level of B. Similarly the effect of B on the response depends on the level of A. For clarity let's suppose the two-factor interaction is such that when B is at a high level the effect of changing A from low to high is negative (decreases the response), but when B is at a low level, the effect of changing A from low to high is positive (increases the response). Fig. 4b depicts this situation.

Assessing interaction graphically is only slightly more complicated when one of the variables has three levels. The key again is to create mean profiles for one variable stratified by the values of the second and assess whether the profiles are sufficiently parallel. Below I use R functions from the effects package to produce the interaction plot.

**#two-factor interaction model**

out4<-lm(y~x4cat+x5cat+x4cat:x5cat, data=mydata1)

**#create a new response without interaction: additive model**

y2<- 10+5\*z1+2\*w1+4\*w2+epsilon

mydata2<-data.frame(x4cat=factor(x4), x5cat=factor(x5, levels=c('L','M','H')),y2)

**#fit 2-factor interaction model to new response**

lm(y2~x4cat\*x5cat, data=mydata2)-> out6

**#create interaction plot: install effects package first**

library(effects)

**#compare models for response with and without interaction**

plot(effect('x4cat:x5cat', out6), multiline=T, row=1, col=1, nrow=1, ncol=2, more=T, ylab='y')

plot(effect('x4cat:x5cat' ,out4), multiline=T, row=1, col=2, nrow=1, ncol=2, more=F)

|  |
| --- |
| fig5 |
| **Fig. 5** Graph (a) depicts a situation in which there is no interaction between x4 and x5. Graph (b) depicts a situation in which a significant two-factor interaction is present. As was the case in Fig. 4b, the hallmark of an interaction is the fact that the mean profiles for one of the variables (x5 here) are not parallel for different levels of the second variable (x4). |

Fig. 5a shows a situation where the variables x4 and x5 do not interact (but both x4 and x5 separately affect the response). In Fig. 5b I deliberately created the response so that an interaction between x4 and x5 is present. The obvious difference in the graphs is that in Fig. 5a the two mean profiles (one for x4 = *A* and the other for x4 = *B*) are essentially parallel while in Fig. 5b the two profiles are clearly not parallel. Because the profiles are parallel in Fig. 5a we can unambiguously talk about an x4 main effect. The vertical distance between the two mean profiles is the difference in the mean response when x4 = *B* versus when x4 = *A*. Because this distance is more or less the same no matter what value we choose for x5, the main effect of x4 is well-defined. We don't need to know the value of x5 to know the effect that x4 has on the response. x4 and x5 do not interact. This is not the case in Fig. 5b. Here the x4 effect changes depending on the value of x5. When x5 = *L* or *H* the effect of switching from x4 = *A* to x4 = *B* is quite large, but when x5 = *M*, the effect of switching from x4 = *A* to x4 = *B* is much smaller. Geometrically, the x4 mean profiles are closer together when x5 = *M* than when x5 = *L* or *H*.

To formally test for the presence of an interaction we can carry out a partial F-test in which we compare the full model, containing the two main effects and a two-factor interaction, to a model that contains only the main effects (and no interaction). Alternatively we can examine the sequential partial F-tests that are returned by the anova function of R.

**#test interaction**

anova(out4)

Analysis of Variance Table

Response: y  
Df Sum Sq Mean Sq F value Pr(>F)   
x4cat 1 524.09 524.09 138.338 < 2.2e-16 \*\*\*  
x5cat 2 455.25 227.62 60.084 < 2.2e-16 \*\*\*  
x4cat:x5cat 2 142.81 71.40 18.847 1.731e-07 \*\*\*  
Residuals 84 318.23 3.79   
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

The first line is test of the x4 effect. The second line is a test of the x5 effect controlling for the x4 effect. The last line is a test of the interaction of x4 and x5 given that the main effects of x4 and x5 are already in the model. As we can see the reported p-value is quite small indicating the interaction is statistically significant confirming our impressions gleaned from Fig. 5.

Having decided that there is a significant interaction occurring, we can quantify the exact nature of the interaction by looking at the summary output of the model. This output should hopefully confirm the pattern we see in Fig. 5.

**#examine parameter estimates**

summary(out4)

Call:  
lm(formula = y ~ x4cat + x5cat + x4cat:x5cat, data = mydata1)

Residuals:  
Min 1Q Median 3Q Max   
-5.06720 -1.29256 -0.04495 1.54850 3.99223

Coefficients:  
Estimate Std. Error t value Pr(>|t|)   
(Intercept) 9.2878 0.5026 18.481 < 2e-16 \*\*\*  
x4catB 6.0603 0.7107 8.527 5.32e-13 \*\*\*  
x5catM 2.4573 0.7107 3.457 0.000858 \*\*\*  
x5catH 4.2909 0.7107 6.037 4.10e-08 \*\*\*  
x4catB:x5catM -4.7455 1.0051 -4.721 9.27e-06 \*\*\*  
x4catB:x5catH 1.0435 1.0051 1.038 0.302161   
---  
Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.946 on 84 degrees of freedom  
Multiple R-squared: 0.7791, Adjusted R-squared: 0.7659   
F-statistic: 59.24 on 5 and 84 DF, p-value: < 2.2e-16

The output shows coefficient estimates for the individual dummy variables comprising the interaction term along with tests of their statistical significance. From the reported p-values we conclude that one of these coefficients is significantly different from zero and one is not. To understand what this result means and how it relates to Fig. 5b, we need to write out the equation of the model we've fit. The regression equation shown below lists the terms of the model in the same order shown in the summary table above.

![http://www.unc.edu/courses/2010fall/ecol/563/001/images/lectures/lecture1/interaction.gif](data:image/gif;base64,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)

From this equation we can fill in the means for each treatment combination. For the dummy variable interaction terms we just multiply the corresponding values of the individual dummy variables

|  |
| --- |
| **Table 3** Cell means expressed in terms of model parameters |

| **x4** | **x5** | **Z** | **W1** | **W2** | **Z × W1** | **Z × W2** | **μ** |
| --- | --- | --- | --- | --- | --- | --- | --- |
| A | L | 0 | 0 | 0 | 0 | 0 | beta0 |
| B | L | 1 | 0 | 0 | 0 | 0 | BL |
| A | M | 0 | 1 | 0 | 0 | 0 | AM |
| B | M | 1 | 1 | 0 | 1 | 0 | BM |
| A | H | 0 | 0 | 1 | 0 | 0 | AH |
| B | H | 1 | 0 | 1 | 0 | 1 | BH |

In Fig. 6 I repeat the interaction plot of Fig 5b but this time I label each mean using the model parameter relationships shown in Table 3.

|  |
| --- |
| fig 6 |
| **Fig. 6** Mean profile plot illustrating the x4 × x5 interaction. Means are labeled using parameters of the interaction model (Table 3). As the figure shows, the parameters β4 and β5 control how much the mean profiles deviate from being parallel. |

Fig. 6 reveals the meaning of the parameters β4 and β5, the coefficients of the two dummy interaction terms in the model.

* If we have a purely additive model (i.e., one without interaction) then the distance between the *A* mean profile and the *B* mean profile should be β1 for all three levels of x5. In the interaction model when x5 = *L*, the distance between the profiles is β1.
* According to the interaction model, the distance between the x4 mean profiles when x5 = *M* is β1 + β4. If β4 is not significantly different from zero, then the distance between the profiles at x5 = *M* is also approximately β1. So additivity would hold for x5 = *L* and x5 = *M*.
* According to the interaction model, the distance between the x4 mean profiles when x5 = *H* is β1 + β5. If β5 is not significantly different from zero, then the distance between the profiles at x5 = *H* is also approximately β1. Once again additivity holds.

From the summary output we see that β5 is estimated to be 1.04, meaning that the difference in means between x4 = *B* and x4 = *A* is 1.04 units higher when x5 = *H* than is the difference in means when x5 = *L*. But we also see from the output that this difference in mean differences is not deemed to be significantly different from zero (p = 0.30). So we can safely conclude that the distances between the mean profiles at x5 = *L* and x5 = *H* are roughly the same, approximately β1.

On the other hand the other interaction coefficient β4 is reported to be significantly different from zero (p < .001). Its point estimate is negative, ![beta4hat](data:image/gif;base64,R0lGODlhGQAhAPQAAP7+/r6+vgAAAO7u7i4uLs7Ozl5eXo6Ojt7e3j4+Pn5+fh4eHg4ODk5OTq6urp6enm5ubgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAZACEAAAWoICCOZGmeaKqu7BkMbQoJRHw+RNAYNlk0MADk0Ssaj0iSLrEgFIwHxnPAYARjBYFjpBAEel1S92tr1EaJs23BKwSiT9tAcEAI7pBiwDsyaMECJHYJPWYldz1sPjRydCQOAjwjCFcme2QiCQIIIwM5KV2fA34HSgmYJg0LDgt3q0oApykMkicFMLIndqW6DwEBBHUnB3y6CsdsqGgMLbmWcSsPnEnU1S0hACH/C01hdGhUeXBlMDAx0AUAAAYARFNNVDYAAGQDAAAAE01hY1JvbWFuABEFVGltZXMAEQNTeW1ib2wAEQVDb3VyaWVyABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8hQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPQg9CD0IPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgWEsgNiBgAJAAMAGwAACwEAAgCINAAAAQEAAAAAIf8LTWF0aFR5cGUwMDL/PD94bWwgdmVyc2lvbj0iMS4wIj8+PCEtLSBNYXRoVHlwZUBUcmFuc2xhdG9yQDVANUBNYXRoTUwyIChuYW1lc3BhY2UgYXR0cikudGRsQE1hdGhNTCAyLjAgKG5hbWVzcGFjZSBhdHRyKUAgLS0+PG1hdGggZGlzcGxheT0nYmxvY2snIHhtbG5zPSdodHRwOi8vd3d3LnczLm9yZy8xOTk4L01hdGgvTWF0aE1MJz48c2VtYW50aWNzPjxtcm93Pjxtc3ViPjxtb3ZlciBhY2NlbnQ9J3RydWUnPjxtaT4mI3gwM0IyOzwvbWk+PG1vPiYjeDAwNUU7PC9tbz48fi9tb3Zlcj48bW4+NDwvbW4+PC9tc3ViPjwvbXJvdz48YW5ub3RhdGlvbiBlbmNvZGluZz0nTWF0aFR5cGUtTVRFRic+PC9hbm5vdGF0aW9uPjwvc2VtYW50aWNzPjwvbWF0aD48IS0tIE1hdGhUeXBlQEVuZEA1QDVAIC0tPgAh/wtNYXRoVHlwZTAwMwaoyCEAGQAAOw==)= –4.75, meaning that the two x4 mean profiles are significantly closer to each other when x5 = *M* than when x5 = *L*. Based on the anova output we conclude there is a significant interaction in this model and based on the summary output we see that this significant interaction is essentially being driven by the category x5 = *M*.

**R Code**

* A compact collection of all the R code displayed in this document appears [here](http://www.unc.edu/courses/2010fall/ecol/563/001/notes/lecture1%20Rcode.txt).
* Figures 3, 4, and 6 were also produced using R. The R code for these figures, albeit with only minimal explanation, appears [here](http://www.unc.edu/courses/2010fall/ecol/563/001/notes/lecture1%20notes%20Rcode.txt).

[Course Home Page](http://www.unc.edu/courses/2010fall/ecol/563/001/index.html)

|  |
| --- |
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